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Abstract 

 In this paper, we propose a neural network with a 
mental rotation function composed of two, rotation and 
comparison functions, and discuss its feasibility. The 
proposed network will output its result of judgment 
concerning their coincidence or non-coincidence, when two 
figures are input.  If they coincide, the network will output 
the angle of difference between the two figures. The training 
for learning the mental rotation is made by teaching the 
network all rotated figures at every 22.5 degrees. 
Consequently, realization of the target network was 
confirmed by simulation experiments. 

Key words; neural network, pattern recognition, mental 
rotation 

I.  INTRODUCTION 
The human brain constructed by many neurons has very 

excellent image recognition ability. Among them, ability of 
mental rotation has been studied from psychological view 
point by many researchers [1, 2]. Our goal is to create 
rotation recognition function using artificial neural network 
where simple neurons are connected mutually. There are 
many kinds of studies for rotation recognition using neural 
network [3]. Fukumi et al. proposed a coin recognition 
neural network system utilizing rotaion invariant features 
etc.[4, 5].  Carcenac [6] proposed a modular neural network 
to rotate mental images. These researches use neural 
networks to recognize or rotate images. Sankoda [7] studied 
the normalization function of rotation, that detects inclination 
angle of input image, and rotate input image to the correct 
direction. However because of its system input is only one 
image, its ability is limited to the trained images and its 
variations. On the other hand, there is a research theme of 
mental rotation that can rotate any images. The system of 
mental rotation's input is two images, and it compares and 
detects inclination angle of two inputs if identical. 

In this paper, we simulate the mental rotation function 
using back propagation neural network, and confirm 
realization of the target network. 

II. MENTAL ROTATION FUNCTION 
The mental rotation is defined that the one image of the 

two presented images is rotated one after another, and check 
whether one is corresponding to another. Fig.1 shows the 
example of the mental rotation. The left image matched to 
the right image by 90 degree rotation. The mental rotation 
includes some functions: rotate, compare, and repeat these 
actions. Then, one method to create the mental rotation is to 
integrate some networks that has each ability of functions, 
and another is to create one network that has all ability of the 
functions. In this paper, we use one 3-layer back propagation 
neural network that is the type of the latter.  In some studies, 
the rotation systems calculate and obtain invariant feature 
values from images by preprocessing, and input these 
invariant feature values to a neural network. But in this paper, 
we input images to neural network directly. 

 
 

 
 

Fig.1  Image recognition using mental rotation. 

 

III. ROTATION LEARNING BY RANDOM 
IMAGES 

We detect the rotation angle from rotated input images by 
one 3-layer neural network. 3 layers are input (2 images), 
hidden, and output (direction) layer. Fig.2 shows this 
network model. The number of units in an input layers is 
13x13(pixels)x2(images). 13x13 is corresponding to the size 
of input images. As the normal input images, random images 
with 13x13 pixels shown in Fig.3 are employed )the system 
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does not learn general rotation function when using limited 
number of character patterns [7]). 16 rotated versions of each 
pattern at every 22.5 degrees around the image center as a 
rotation center were generated, and employed as the teaching 
patterns at each for rotated angle. To prevent the edge of the 
image from cutting by the image window according to the 
rotation, random pixels were set only in the central 9x9 
pixels of the image. The gray level value of the input binary 
pattern part is "1", and the background part is "0". 

The number of units in a hidden layer is 64 or 100, and 
the number of units in an output layer is 1+8 or 1+16. 1 unit 
is corresponding to matched/unmatched images answer 
("0/1"), and 8 or 16 units are corresponding to 8 or 16 
directions (each 45 or 22.5 degree) of the difference angle of 
input 2 images. 

First, the network was trained 500,000 set times. An 1 set 
means training of all combination of the image (for example, 
8 type rotated image 1 x 8 type rotated image 2 = 64 
combination inputs, or, 16x16=256 inputs. Input image 1 and 
image 2 use different image at the probability of 50%). The 
results were evaluated by random image inputs (same as 
training) and alphabet image inputs.  

Fig.4 shows an example of results when the number of 
hidden layer units is 100 and the number of output layer 
units is 1+8, and Fig.5 shows an example of results when the 
number of output layer units is 1+16. 
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[input image 1]  [input image 2]
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315 degree
 

 
Fig.2   Three layer mental rotation network. 

 

 

 
 

Fig.3  Example of input random image. 

 
 

 
 

 
 
Fig.4 Results for random (upper) and alphabet (lower) 

images (hidden-layer:100, output-layer:9). 

 

IV. ROTATION LEARNING FOR  NOISE ADDED 
IMAGES 

In this section, we train and evaluate using images with 
added noise. Input image 1 and input image 2 are not in 
perfect matching any more. The added noise is the Gaussian 
distribution 2σ ( 2σ =!α㋪ 2

maxσ : α is the random scale of  

0.0㹼 1.0, and the variance 2
maxσ  = 0.03, 0.10, and 0.30.  

Input image 1 and input image 2 use different α at the 



probability of 50%). Input image pixel values of added noise 
were rounded within the range from 0.0 to 1.0. The network 
was trained 500,000 set times, as same as section 3.  

Fig.6 shows an example of results when the number of 
hidden layer units is 100 and the number of output layer 
units is 1+8, and Fig.7 shows an example of results when the 
number of output layer units is 1+16. Table I and Table II 
show the recognition rate of unmatched images and correct 
rotation direction. These results suggest that the rotation 
recognition function works effectively as for the situation 
including the noise, and in artificial fixed pattern, for 
example, alphabet images. 

Table III shows the training error (sum of square 
difference of network outputs and teaching signals) of hidden 
layer when input random images. 

 

 

 
Fig.5 Results for random (upper)  and alphabet (lower) 
images  (hidden-layer:100, output-layer:17). 

 
 

 

 
Fig.6 Noisy case results for random (upper) and alphabet 
(lower) images  (hidden-layer:100, output-layer:9). 

 

 
Fig.7 Noiy case results for random (upper) and alphabet 
(lower) images  (hidden-layer:100, output-layer:17). 



 

TABLE I.  RECOGNITION RATE OF UNMATCHED IMAGES 

Number of directions 16 
Number of hidden layer units 64 100 

2
maxσ = 0.00 95.40% 97.80% 
2
maxσ = 0.03 96.90% 98.60% 
2
maxσ = 0.10 94.35% 97.90% 
2
maxσ = 0.30 94.45% 95.50% 

 
 

TABLE II.  RECOGNITION RATE OF CORRECT ROTATION 
ANGLE 

Number of direction 16 
Number of hidden layer units 64 100 

2
maxσ = 0.00 44.50% 61.10% 
2
maxσ = 0.03 57.70% 59.20% 
2
maxσ = 0.10 52.65% 58.90% 
2
maxσ = 0.30 55.25% 57.30% 

 
 
 

TABLE III.  TRAINING ERROR OF HIDDEN LAYER 

 

 
No noise 
2
maxσ  = 0.00 

Added noise 
2
maxσ  = 0.03 

Number of 
hidden layer units 64 100 64 100 

Square error 1.1449 0.8100 1.2766 0.7915 

  
 

V. CONCLUSION 
In this paper, we proposed and evaluated the image 

rotation recognition system that constructed by one 3-layer 
back-propagation neural network. This system inputs are 2 
images and the output is a rotation angle (angle difference  of 
inputs images, or answering "images are unmatched"). When 
inputs are noisy alphabetic images, the recognition rate of 
unmatched images is about 95%, and the recognition rate of 
correct rotation angle is about 60%. Then, we conclude that 
the mental rotation function can be created by neural 
network. 

In future works, we want to make image size up from 
13x13 to more, and rotation directions up from 16 to 24 
directions, and, analyze characteristics of connection weights. 
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