Autism phenomena

 This study presents a logical model of autism – a relatively rare multifactorial disorder that affects about 5 out of every 10,000 school-aged children. This disorder is characterized by impaired social interaction and communication combined with repetitive and stereotyped patterns of behavior. We focus on some peculiarities of the reasoning of autistic children, which are tightly connected with logical Artificial Intelligence and could be significant for both autism diagnosis and training.

Corrupted reasoning about mental states

It has been recently discovered that autistic children cannot reason properly about the mental states and actions of themselves and others. At the same time, the deductive capabilities of the autistic children concerning other domains match their mental ages.  Autistic children are capable of normal reasoning about physical attributes such as time, space, states and actions, yet reasoning about intentions, knowledge and beliefs is reduced in various degrees.  

The axiomatic method

The main hypothesis of this study is that there is a number of standard axioms for mental attributes, which are genetically set for normal children and are corrupted in the autistic brain. So autistic children have to acquire these axioms explicitly, by means of direct training using specific instances of these axioms.

Basic mental attributes

The basic mental states are intention (subsumes goals and desires), knowledge and belief. The difference between belief and knowledge is that an agent is capable of changing and revising beliefs, but knowledge is only subject to acquisition. Any mental state or action concept can be defined within these basic mental states after adding an arbitrary predicate for a physical state or action. 

The logical program of autism

We choose the most natural concepts (formulas) from the set of all well-formed formulas in our basic system. We then create a series of scenarios for each concept to determine if a child applies the formula (axiom) correctly and thus possesses that axiom. Every autistic child can then be categorized by the subset of corrupted mental axioms. We build the logical program with normal behavior as the control, and autistic patients are modeled by eliminating of the mental axioms.   

Diagnosis and education

This logical model of autism is applicable to both diagnosis and education. The preliminary experiments showed that after explaining to the autistic children a series of scenarios based on a corresponding axiom, these children raised the complexity of reasoning about specific mental states and actions, and demonstrated their capability to apply this axiom independently.

Choice of the adequate logical calculus

There is a number of logical systems for representing intentions, knowledge and belief. Autism phenomenon seems to be important for logicians to choose a logical formalism, adequate for human intelligence. The model of the brain and its specific reasoning and, in particular, the model of the autistic brain, is very difficult to build. The difference between these two models fits into the limited formalism of mental attributes, so that this restricted component of brain activity can be subject to logical modeling.  The autistic phenomenon seems to be the only one that links the biological brain with the axiomatic method in the foundations of mathematics.

Logical model of autism builds the link between the axiomatic method and the brain
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FAQ about the logical model of autism

1) The axiomatic method includes two components for a formal theory: axioms and inference rules. Which of this component is affected by autism?

· Specific axioms themselves are rather corrupted by autism, then the inference rules, which are likely the same for reasoning about mental and physical states and actions.

2) What are the primitives (atoms) of knowledge, corrupted  under autism (behavior patterns, interaction scenarios, etc.)?

· The specific primitives of autism, affecting the reasoning about mental states, are the mental axioms containing the predicates of knowledge and intention. Various situations where autistic children display abnormal behavior can be constructed, using these axioms.

3) Does the reduced capabilities of modeling the mental states of himself/herself and other persons serve as the main criterion of autism?

· It is not true. There are other behavioral criteria, which are more explicit and can be revealed at the pre-verbal development stage. However, the reasoning about mental state is more suitable for formalization and mathematical modeling.

4) There are various formal systems of reasoning about knowledge, belief and intention. Does autism modeling give the preference to a particular approach?

· Yes, autism phenomenon is the strong criterion for choosing the adequate formalism for the mental concepts and reasoning.  Just a single formal system out of many approaches is found to match the brain functioning from the autistic prospective. Such the system derives those and only those formulas (theorems) that accompany a scenario of multiagent behavior; if these formulas are failed by autistic kids, these kids can be trained to handle it properly. The situation is analogous to the physical modeling where just a single formalism can be valid from the multiple internally consistent ones.

5) Does every child can be trained any mental formula?

· For the given formula complexity, that is determined by the mental age of a child.  Besides, the following property of monotonicity holds: the more complex the formula, the less likelihood that it will be successfully handled or trained. This is an additional verification of the adequate choice of the logical formalism (See (5)).

6) Does it seem to be a fruitful idea to build a neural network capable of representing the reasoning in the environment of mental axioms to model the autistic brain?

· Though there is a series of computational studies showing the implementation of “symbolic” reasoning via the neural network, there is no sufficient evidence of the existence of these kinds of networks in the brain. Therefore linking the logical model of autism with the neural models does not seem to be currently promising.

Autism and learning

· Computer learning. The evident feature of teaching the computer to perform a human-like intellectual activity requires 100% formalization of the knowledge representation and reasoning machinery.

· Autistic learning.  Intermediate between the normal human and computer learning in the sense of complexity and the number of necessary details to cover (to represent strictly or formally). Teaching of the mental axioms to the autistic kids can be considered as a specific programming technique with the certain degree of generality, abstraction, formality and flexibility under transitioning from domain to domain.
· Normal human learning. Too complex, when become verbal (behavior and reasoning is too sophisticated, when the child reaches the verbal age sufficient to verify this reasoning). The major difficulties of the computer learning are resolved easily and implicitly while teaching a normal human.

Results

1) Adequate logical formalism of reasoning about mental attributes is found to represent the phenomenology of reasoning, inherent to autism.

2) This formalism generalizes the reasoning peculiarities of autistic children, revealed in the psychological studies. From the specific behavioral patterns such as pretending, deceiving, choosing of action, etc. we proceed to the general framework of mental states, which are corrupted as a whole.

3) The experiments, based on suggested formalism, cover the totality of all mental formulas of the complexity below four. The control group successfully fulfills all the tests, however each of the autistic kids of the physical age of 4-18 failed the majority of tests.

4) For each mental formula, expressed via the concepts of knowledge and intention, there is a way to explain it to an autistic child such that this formula (question) is handle properly after repetitive training. Acquired skills can be transferred to a situation, represented by the same mental formula and an arbitrary physical state and action.

5) The logical formalism of reasoning about mental attributes introduces the strong background for revealing and training of these intellectual capabilities of the autistic children of the verbal age.

6) Suggested formalism allows one to represent an autistic patient as a binary vector of valid/missing mental axioms. This can serve as a firm basis for classification and statistical analysis of the autistic patients.

7) Developed methodology of training covers all mental formulas an autistic child needs for interaction with the other humans, being able to reason about the mental attributes of himself/herself and of the others.

Main problems for the future study

· In what degree does acquired knowledge of the mental axioms help in the situations with different physical environment and slightly different mental environment.

· How the developed reasoning skills are applicable to the real life of the humans. 

These problems take longer observation time (a few years) for the autistic children, subject to the presented above training.
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Testing and exercising scenarios

There are two children, A and B, who are subject to detection and/or training of the corrupted reasoning about mental states and actions. Correct answers follow the question, wrong answers are enumerated in the parenthesis, where presented. Scenarios are the approximate translation from Russian.

Mental state of another person

There is a table in a room with two boxes on it. The experimenter (E) is keeping a token in his hands. A is in the room, and B is outside the room. E is asking A:

  1) You see the token in my hands. Do you know which box I am going to put the token to?

   A: I don’t know that box / nobody knows. ( A is confusing:I don’t know the answer).

  2) E: As you see, I put the token into the left box. Do you know, where B will look for the token: in the right box, in the left one or in both boxes?

   A: In both boxes. (In the left box, where the token actually is).

  3) E: And do you know where the token is?

   A: I know where  is the token.

  4) E: Does B know where the token is? If we ask him, what would he respond:

   A: I don’t know where the token is. (I know where it is. I know it is in the left box).

  5) E: If we ask B about his opinion, do you (A) know whether B knows where the token is?

   A: B knows that I know that he does not know where the token is. (B knows where the token is, B does not know where the token is, B knows that I know where the token is, B knows that I know that B knows where the token is.)

   6) E: Can we achieve a situation, when B will know where the token is?

   A: Yes, we can tell him or show him (A confusing: I don’t know).

B enters the room. Now all the questions are repeated; B’s responses, predicted by A, are actually evaluated.

   7) E, After A showed (or told) B the location of the token: How do you (B) think, did A know whether you knew the location of the token while out of this room? 

   B: A knew that I did not know where the token is.

   8) E, interrupting B: what do you (A) think, what will B say?

   A: B will say that B knew that I knew that he B did not know where the token was.

   9) E: Now you (B) know where the token is, because A have shown you. Do you think he (A) wanted you to know where the token was?

   B: Yes,  A wanted myself (B) to know where the token is. 

  10) E: Do you (A) know whether B knows that you (A) wanted him (B) to know where the token was?

   B : Yes, I know that I wanted B to know where the token was.

A wrong mental state

1) E: Now I want to tell you the following. I believe, that B still does not know where the token is. Who is wrong: myself (E) or B?

   A: You are wrong telling us that B still does not know where the token is. (B is wrong, now he does know where the token is).

Mental state transmission

This is a mirror test to the mental state of the other person one.

   E keeps the blank piece of paper. A is next to E, and B is in the other room.

  1) E: I am going to plot a geometric sketch on a piece of paper. I’m about to start the drawing. Do you know what I am going to draw; do I know, if myself knows what will be drawn?

    A: I don’t know, and you do.

E finishes the picture. 

  2) E: Now you know, what I’ve drawn. Does B know that?

   A: B does not know what is drawn.

  3) E: How can you let him know what is drawn?

   A: Either show him or tell him (describe the picture).

  4) E: You mentioned two ways of letting B know about this picture. Do both these ways require your knowledge of what is actually drawn?

   A: No, to show him, I do not necessarily have to know (have seen) the picture. To describe the picture, I have to know its content. (Yes, I have to know the picture content for both telling and showing).

  5) E: If we call B into the room and ask him if he knows what is on the paper, what would he (B) respond? What would he respond if we ask him after we show him the picture?

  A: Before we show him (B) the picture, he will tell that he does not know what it is about. After we show or tell him (B) about the picture, he will tell he knows it.

  6) E: if we ask B concerning his opinion, do you (A) know that he (B) does not know what this picture is about right now, before we informed him about the picture?

  A: B knows that I know that he does not know the drawing. (A confusing: I don’t know. B does not know that I know that he does not know. B does not know that I don’t know that he knows).

  7) E:  I guess, I want your friend to know what is on the picture. Is it true? If so, does B know that you wanted to let him know about the picture? Does B know that you want him to know the picture?

   A: I’m not sure. After I informed him about the picture, he would know that I wanted him to know what is on the picture. I don’t know if he (B) knows that I want him to know the picture.

    Thereafter E calls B in and asks A to actually inform B about the picture. All the questions above are posed for B as B’s prediction of mental state of A.

 Temporal relationships over the mental states. To forget and to recall

There are the toys on the table: a bear, a fox and a rabbit. Experimenter is asking the child about his/her mental states.

  1) E: As you see, the bear is watching the rabbit. Does the bear know that the rabbit is on the table?

  A: Yes, The bear knows that the rabbit is on the table.

  2) E: Now the rabbit leaves the table. The bear knows that the rabbit is not on the table any more. Does the bear know that the rabbit was on the table before?

  A: Yes, he knows that he was on the table before.

  3) E: Then, after a while, when the fox asks the bear if the rabbit had been on the table, the bear is saying that the rabbit has not been there. Trusting the bear, what do you think, does the bear know that the rabbit was on the table?

  A: The bear does not know that the rabbit was on the table.

  4) E: OK, the bear forgot that the rabbit was on the table. Does the rabbit know that he earlier knew that the rabbit had been on the table?

  A: No, the rabbit does not know that he earlier knew that the rabbit had been on the table.

  5) E: Now the fox wants the bear to recall that the rabbit has been on the table. What will she do?

  A: She (the fox) will tell the bear that the rabbit was on the table, and that the bear has seen him there.

  6) E: Then, assuming, that the bear trusts the fox, what is the knowledge of the bear?

  A: Now the bear knows that the rabbit was on the table.

  7) E: OK, so the bear recalls that the rabbit was on the table. Does the bear know that before the recollection he did not know that the rabbit had been on the table? Analogously, does the bear know that he(bear) knew that the rabbit had been on the table, while (bear) was watching the rabbit?

  A: Yes, the bear knows that he did not know that the rabbit has been on the table, as well as the bear knows that he knew that the rabbit has been on the table while watching the rabbit.

Pretending

There is a table, and a book on it. The experimenter teaches the child A to pretend that it is soap.

1) E: As you see, there is a book on the table. Do both of us know that it is a book?

  A: Yes, both of us know that it is a book.

2) E: Now let us pretend that it is soap. Both of us will still know, that it is  the book. How ever, if I ask you, what that is, what will I respond?

  A: You respond that it is soup.

3) E: If you ask me, what is on the table, what will I respond?

  A: That there is soap on the table.

4) E: When one asks you if you know what is on the table, what will you respond?

  A: I do know what is on the table.

5) E: Now let us stop pretending. Both of us still know that this is actually a book. If one asks me what is on the table, what will I respond?

  A: You will respond that it is the book.

Testing results

 20 autistic children of the age 4-18 participated in the testing and training and 20 control children of the age 8 participated in the testing.  

 Note that the questions above cover the majority of mental formulas complexity 1-4, involving want and know (believe is identified with know for simplicity). The manifold of tested mental state achieves the real world complexity. Therefore, the trained children are expected to behave properly in the real conditions, if they are able to transfer artificial mental states to the real ones.

· Each question (with the mental formula complexity below three) was successfully answered by every control child.

· Each question was failed by at least one autistic kid.

· For each question the autistic child failed, it was possible to perform training such that the question is successfully answered after fifth attempt.

· If to replace the mental states by physical states, the questions will be easier answered by the autistic children, than the questions above. It will not make a significant difference with the control children.

Construction of mental formulas
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Definitions of the constructed expressions

semantic comments

1

1

want(Agent, do(Agent, Action)). 

agent wants to commit an 

action

1

2

want(Agent, do(DAgent, Action)).

agent wants another agent to 

commit an action

1

2

2

want(Agent, know(Agent,What)):-  (believe(Agent, 

know(KAgent, What)), ask(Agent, KAgent, What)).

agent wants (himself) to know

2

3

1

3

believe(Agent, want(WAgent, know(Wagent, What))) :- 

prefer(Agent, tell(Agent,Wagent, What), OtherAction).

believe that other agent wants 

to know

2

3

1

3

believe(Agent, want(WAgent, know(KAgent, What))) :- 

believe(Agent,  inform(WAgent,KAgent, What)).                                             

believe(Agent, want(WAgent, know(KAgent, What))) :- 

not know( KAgent, want(WAgent, know(KAgent, 

What))),  inform(Agent,KAgent, ask(KAgent, WAgent, 

What)).

believe that someone wants to 

know -> inform                                                                                            

believe that someone else wants 

the third person to know

2,4

3

1

4

believe(Agent, want(WAgent, know(KAgent, 

want(Agent, What))) :- believe(Agent,  

inform(WAgent,KAgent, want(Agent, What))).                                           

believe that someone else wants 

the third person to know what I 

want


   The examples of the mental attribute formulas. Various formulas are built in the basis of want-know-believe and ask/inform in addition. The action/state predicates have the inmost occurrence: do(Agent, Action) or What. Last four rows present the mental axioms (which might be corrupted in the autistic patients). Six left columns show the numerical encoding of mental formulas; all well-formed formulas are interpretable by the simulation toolkit. 

inform(Who, Whom, What ) :-

want(Who, know(Whom, What)),

believe(Who, not know( Whom, What)),

believe(Who, want(Whom, know( Whom, What))).

Definition of the concept inform via the want, know and believe (a typical exercise for the autistic children).

Autism simulation toolkit




The autism simulation toolkit is developed to perform the reasoning, required to resolve the autistic diagnosis/training scenarios. Its knowledge base contains the full spectrum of mental axioms. The question answering of each autistic patient can be reproduced by eliminating the axioms, missing by this patient.

Definitions of more complex mental concepts: to offend, to forgive and to reconcile

Unintentional offend is based on the lack of knowledge that the offending action do(Who, Action) is unwanted:

offend( Who, Whom,  Action ) :- want(Who, Action),  

   not want(Whom, Action),

   not know(Who, not want(Whom, Action)), 

   do(Who, Action).               

To be forgiven, the offender has to demonstrate that the offense is indeed unintentional. It is necessary for the offender Who to inform Whom that Who would not do that Action if Who knew Whom did not like (want) it.

forgive( Whom, Who, Action) :- 

  offend( Who, Whom,  Action ),

  inform(WhoElse, Whom, 

                   not know(Who, not want(Whom, Action)) ),

  believe(Whom, (know(Who, not want(Whom, Action))( 

                                                         not do(Who, Action)  )).

If Who is unable to convince Whom (to make him believe) that the offend was unintentional, the other agent Counselor is required to explain the actual situation to Whom:

reconcile( Counselor, Who, Whom,  Action ) :- 

   offend( Who, Whom,  Action ),                       

   not forgive( Whom, Who, Action),

   explain(Counselor, Whom, 

                        not know(Who, not want(Whom, Action)) ),

believe(Whom, (know(Who, not want(Whom, Action))( 

                                                       not do(Who, Action)   )).
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  Autism simulation toolkit builds the explanation of the emergent end of the pen scenario (on the left), linking its components and tracing the steps of inference. To initiate the reasoning, one asks, “What was the response of an agent (doctor)?”







Once someone swallowed a pen. He calls emergency and asks for help. 



The doctor promises to be in a minute. 



" What  should I do meanwhile?" – he is in despair.



" Just write with the other pen" - was the doctor’s response.
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Both normal brain and autistic brain are too complex to model …







…but the difference between normal and autistic brain has the specific component, responsible for the mental attributes. It is possible to represent the reasoning within this component by axioms, consisting from the triple of basic concepts want-know-believe












